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The Network Layer!

Application: the application (e.g., the Web, Email)

Transport: end-to-end connections, reliability

Network: routing

Link (data-link): framing, error detection

Physical: 1’s and 0’s/bits across a medium (copper, the 
air, fiber)
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Network Layer Functions

• Forwarding: move packets from router’s input to 
appropriate router output
– Look up in a table

• Routing: determine route taken by packets from 
source to destination.

– Populating the table
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IP Datagrams

Version HLen DSCP/ECN Datagram Length
0 8 16 24 314 12 19

Identifier Flags Offset
TTL Protocol Checksum

Source IP Address
Destination IP Address

Options (if any, usually not)
Data (variable len: typically TCP/UDP segment)

how much overhead?
• 20 bytes of TCP
• 20 bytes of IP
• = 40 bytes + app layer overhead
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IP Datagrams

Version HLen DSCP/ECN Datagram Length
0 8 16 24 314 12 19

Identifier Flags Offset
TTL Protocol Checksum

Source IP Address
Destination IP Address

Options (if any, usually not)
Data (variable len: typically TCP/UDP segment)

Source 
endpoint.

Final 
destination 
endpoint.

Addresses must be 
unique on the 
network!
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• Host name: web.cs.swarthmore.edu
– Domain: registrar for each top-level domain (e.g., .edu)
– Host name: local administrator assigns to each host

• IP addresses: 130.58.68.164
– Prefixes: ICANN, regional Internet registries, and ISPs
– Hosts: static configuration, or dynamic using DHCP

• MAC addresses: D8:D3:85:94:5F:1E
– OIDs: assigned to vendors by the IEEE
– Adapters: assigned by the vendor from its block

What’s in a name?
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IP Addressing

• IP: 32-bit addresses
– Usually written in dotted notation, e.g. 192.168.21.76
– Each number is a byte
– Stored in Big Endian order (network byte order)

11000000

C0

192

10101000

A8

168

00010101

15

21

01001100

4C

76Decimal

Hex

Binary

0 8 16 24 31
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IP Prefixes

• Written in IP address/length notation

• Address is the lowest address in the allocated block. Length 
is prefix in bits. 

• E.g. 128.13.0.0/16 is 128.13.0.0 to 128.13.255.255
 Read as: ”128.13.0.0 slash 16” prefix. 
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Host Address Bits: 32-NNetwork Prefix Length = N

0 31

10000000 00001101 xxxxxxxx xxxxxxxx



223.1.1.1

223.1.1.2

223.1.1.3

223.1.1.4 223.1.2.9

223.1.2.2

223.1.2.1

223.1.3.2223.1.3.1

223.1.3.27

223.1.1.1 = 11011111  00000001   00000001   00000001

223 1 11
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• IP address: 
§subnet part - high order bits
§host part - low order bits 

• what’s a subnet?
§device interfaces with same 

subnet part of IP address
§can physically reach each 

other without intervening 
router

§On the same link layer

Subnets



Who gets an address?  How many?

• Classful Addressing
– Class A: 8-bit prefix, 24 bits for hosts (16,777,216)
– Class B: 16-bit prefix, 16 bits for hosts (65,536)
– Class C: 24-bit prefix, 8 bits for hosts (256)

00001100 00100010 10011110 00000101
Class A

Class B

Class C
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Classless Inter-Domain Routing (CIDR)

IP Address : 12.4.0.0       IP  Mask: 255.254.0.0

00001100 00000100 00000000 00000000

11111111 11111110 00000000 00000000

Address 

Mask

for hosts Network Prefix 

Use two 32-bit numbers to represent a network. 
          Network number = IP address + Mask  

Written as 12.4.0.0/15
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1

23

Datagram forwarding  table

IP destination address in 
arriving packet’s header

routing algorithm

local forwarding table
dest address output  link

address-range 1
address-range 2
address-range 3
address-range 4

3
2
2
1

4 billion IP addresses, 
try to aggregate table 
entries
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Routers exchange state (we’ll save the what and 
when for later).  They decide, for each destination, 
how to get there, and build a lookup structure for 
their forwarding table.  What should they build?

A. A list – scan for the destination.

B. A hash table – look up the destination.

C. A tree – Follow branches that lead to the destination.

D. Some other software structure.

E. We can’t do this in software, we need special hardware.
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Look-up Algorithm

• Protocol: ATM (Virtual Circuits), Ethernet (Flat addresses)
– Mechanism: Exact Match 
– Techniques: Direct lookup, Hash Tables, Binary Trees

• Protocol: IPv4, IPv6
– Mechanism: Longest Prefix Match
– Techniques: Prefix Trees, TCAM (Ternary Content Addressable Memories)

Slide 14



Destination Address Range

11001000 00010111 00010000 00000000
through                                 
11001000 00010111 00010111 11111111

11001000 00010111 00011000 00000000
through
11001000 00010111 00011000 11111111  

11001000 00010111 00011001 00000000
through
11001000 00010111 00011111 11111111  

Otherwise (default gateway)

Link Interface

0

1

2

3  

Datagram forwarding  table
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Longest prefix matching

Destination IP Address Range                        

<upper 16 bit> 00010*** ********* 

<upper 16 bit> 00011000 *********

<upper 16 bit> 00011*** *********

Otherwise (default gateway)  

DA: <upper 16 bits> 00011000  10101010 

DA: <upper 16 bits> 00010110  10100001 
which interface?

In a  forwarding table entry, use the longest address prefix 
that matches destination address.

Link interface

0

1

2

3
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Router architecture overview

high-speed 
switching

fabric

routing 
processor

router input ports
(different from TCP ports!!)
these are physical inputs/outputs to the router

router output ports

forwarding data plane  
(hardware) operates 

in nanosecond 
timeframe

routing, management
control plane (software)
operates in millisecond 

time frame

• high-level view of generic router architecture:

crossbar
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Input port functions

switch
fabric

line
termination

physical layer:
bit-level reception

link 
layer 

protocol
(receive)

link layer:
e.g., Ethernet

(chapter 6)

lookup,
forwarding

queueing

decentralized switching: 
§ using header field values, lookup output port using 

forwarding table in input port memory (“match plus action”)



Longest prefix matching

Destination IP Address Range                        

<upper 16 bit> 00010*** ********* 

<upper 16 bit> 00011000 *********

<upper 16 bit> 00011*** *********

Otherwise (default gateway)  

In a  forwarding table entry, use the longest address prefix 
that matches destination address.

Link interface

0

1

2

3
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Binary Prefix Tree
• Store the prefixes as a tree
– Prefixes “spelled out” following a path from the root
– One bit for each level of the tree
– Some nodes correspond to valid prefixes
– ... which have next-hop interfaces in a table

• When a packet arrives
– Traverse the tree based on the destination address
– Stop upon reaching the longest matching prefix

0 1

00 10 11

100 10100*

0*

11*

Prefix Range-1 0* 1

Prefix Range-2 00* 2

Prefix Range-3 11* 3

Depth = W
Degree = 2
Stride = 1 bit
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Multi-bit Prefix Tree
• Store the prefixes as a tree: 4-ary tree
– k bits for each level of the tree

P3

10 11

10

111*

Depth = W/k
Degree = 2^k
Stride = k bits

Prefix Range-1 111* 1

Prefix Range-2 10* 2

Prefix Range-3 1010* 3

Prefix Range-4 10101* 4P2 P1

10101*



Even Faster Lookups

• Can use special hardware
– Content Addressable Memories (CAMs)
– Allows look-ups on a key rather than flat address

• Huge innovations in the mid-to-late 1990s
– After CIDR was introduced (in 1994)
– … and longest-prefix match was a major bottleneck
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Hierarchical Addressing: Route Aggregation

“Send me anything
with addresses 
beginning 
200.23.16.0/20”

200.23.16.0/23

200.23.18.0/23

200.23.30.0/23

Fly-By-Night-ISP

Organization 0

Organization 7
Internet

Organization 1

ISPs-R-Us “Send me anything
with addresses 
beginning 
199.31.0.0/16”

200.23.20.0/23
Organization 2

...

...

Hierarchical addressing allows efficient advertisement of routing 
information:
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Hierarchical Addressing: Route Aggregation

“Send me anything with addresses beginning 200.23.16.0/20” 
translates to the following:

200.23.16.0/20 = 11001000   00010111  00010000    00000000

200 23 016

/20 prefix

200.23.16.0 = 11001000   00010111  00010000    00000000

200.23.31.255 = 11001000   00010111  00011111    11111111

/20 prefix contains the range of IP addresses that 
match the the first 20 bits, and can have any value 
for the remaining 12 bits in the range of :
[first 20 bits] 0000 00000000 
[first 20 bits] 1111 11111111
A total of 2^12 = 4,096 IP addresses

/20 Prefix

Range 
represented by 
the /20 prefix
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Route aggregation in Fly-By-Night ISP

Fly-By-Night-ISP

Individual Organizations: All of these organizations IP addresses lie withinFly-by-Night’s 
/20 prefix (first 20 bits are the same)
• they more specifically match on the three more bits to form a /23 prefix (first 23 bits 

of all IP addresses within their organization are the same). 
• The last 9 (32-23) bits provide 2^9 = 512 unique IP addresses within each 

organization.

200.23.16.0/20 = 11001000   00010111  00010000    00000000

200.23.16.0/23  = 11001000  00010111  00010000  00000000

200.23.18.0/23 =  11001000  00010111  00010010  00000000

200.23.20.0/23 =  11001000   00010111  00010100  00000000

200.23.30.0/23 =  11001000   00010111  00011110  00000000

/23 prefixes
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What should we do if organization 1 decides to switch to ISPs-
R-Us? 

“Send me anything
with addresses 
beginning 
200.23.16.0/20”

200.23.16.0/23

200.23.18.0/23

200.23.30.0/23

Fly-By-Night-ISP

Organization 0

Organization 7
Internet

Organization 1

ISPs-R-Us
“Send me anything
with addresses 
beginning 
199.31.0.0/16”

200.23.20.0/23
Organization 2

...

...
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What should we do if organization 1 decides to switch to ISPs-
R-Us? 

“Send me anything
with addresses 
beginning 
200.23.16.0/20”

200.23.16.0/23

200.23.18.0/23

200.23.30.0/23

Fly-By-Night-ISP

Organization 0

Organization 7
Internet

Organization 1

ISPs-R-Us “Send me anything
with addresses 
beginning 
199.31.0.0/16”

200.23.20.0/23
Organization 2

...

...

A. Move 200.23.18.0/23 to ISPs-R-Us (and break up Fly-By-Night’s /20 block).
B. Give new addresses to Organization 1 (and force them to change all their 

addresses).
C. Some other solution. Slide 27



ISPs-R-Us has a more specific route to Organization 1

“Send me anything
with addresses 
beginning 
200.23.16.0/20”

200.23.16.0/23

200.23.18.0/23

200.23.30.0/23

Fly-By-Night-ISP

Organization 0

Organization 7
Internet

Organization 1

ISPs-R-Us “Send me anything
with addresses 
beginning 199.31.0.0/16
or 200.23.18.0/23”

200.23.20.0/23
Organization 2

...

...

Hierarchical addressing: More Specific Routes
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ISPs-R-Us has a more specific route to Organization 1

“Send me anything
with addresses 
beginning 
200.23.16.0/20”

200.23.16.0/23

200.23.18.0/23

200.23.30.0/23

Fly-By-Night-ISP

Organization 0

Organization 7

Internet

Organization 1

ISPs-R-Us “Send me anything
with addresses 
beginning 199.31.0.0/16
or 200.23.18.0/23”

200.23.20.0/23
Organization 2

...

...

Hierarchical addressing: More Specific Routes

Longest prefix matching!

Router 1
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Internet

Longest Prefix Matching at Router 1

routing algorithm

local forwarding table
dest address output  link

200.23.16.0/20 = 11001000  00010111  00010000 00000000

200.23.18.0/23 = 11001000  00010111  00010010 00000000
199.31.0.0/16 = 11000111  00011111  00000000 00000000

(to Fly-by-Night ISP)
(to ISPs-R-Us)
(to ISPs-R-Us)

Now, when an incoming packet addressed with destination 
address 200.23.18.5 arrives – this address belongs to 
Organization 1 and the packet will be matched using longest 
prefix matching and will be routed to ISPs-R-Us rather than the 
Fly-by-Night ISP.

Router 1
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IP Datagrams

• IP Datagrams are like a letter
– Totally self-contained
– Include all necessary addressing information
– No advanced setup of connections or circuits

Version HLen DSCP/ECN Datagram Length
0 8 16 24 314 12 19

Identifier Flags Offset
TTL Protocol Header Checksum

Source IP Address
Destination IP Address

Options (if any, usually not)
Data (variable len: typically TCP/UDP segment)
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How does an end host get an IP address?

• Static IP: hard-coded 
– Windows: control-panel->network->configuration-

>tcp/ip->properties
– UNIX: /etc/rc.config

• DHCP: Dynamic Host Configuration Protocol: 
dynamically get address from as server
– “plug-and-play”
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DHCP: Dynamic Host Configuration Protocol
Goal: allow host to dynamically obtain its IP address from network 

server when it joins network
– can renew its lease on address in use
– allows reuse of addresses
– support for mobile users who want to join network

DHCP overview:
– host broadcasts “DHCP discover” msg [optional]
– DHCP server responds with “DHCP offer” msg [optional]
– host requests IP address: “DHCP request” msg
– DHCP server sends address: “DHCP ack” msg 
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DHCP server: 223.1.2.5 arriving
 client

DHCP discover

src : 0.0.0.0, 68     
dest.: 255.255.255.255,67
yiaddr:    0.0.0.0
transaction ID: 654

DHCP offer

src: 223.1.2.5, 67      
dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4
transaction ID: 654
lifetime: 3600 secs

DHCP request

src:  0.0.0.0, 68     
dest::  255.255.255.255, 67
yiaddrr: 223.1.2.4
transaction ID: 655
lifetime: 3600 secs

DHCP ACK

src: 223.1.2.5, 67      
dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4
transaction ID: 655
lifetime: 3600 secs

DHCP client-server scenario
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DHCP: More than IP Addresses

DHCP can return more than just allocated IP address on subnet:
§ address of first-hop router for client (default GW)
§ name and IP address of DNS server(s)
§ subnet mask 
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IP Fragmentation, Reassembly

Slide 36

• Higher layer’s data unit is too large for the lower layer
• Fragmentation: taking a large data unit and breaking it into smaller chunks
• Assembly: combining chunks into the original data unit. 

Examples:
- Transport: TCP takes stream of bytes and breaks into TCP segments
- Network: IP takes packets too big for a link and breaks them up into IP 

fragments
- Link: 6lowpan takes IPv6 packets and breaks them into link fragments if 

needed. 



IP Fragmentation, Reassembly

Different link layers have 
different MTUs (max 
transfer size) - largest 
possible link-level frame

large IP datagram divided 
(“fragmented”)  into 
several datagrams

fragmentation: 
in: one large datagram
out: 3 smaller datagrams

reassembly

…

…

Slide 37

fragmentation: 
each smaller fragment is 
routed independently



IP Datagram Format

38

Version HLen Type of Service Datagram Length

0 8 16 24 314 12 19

Identifier DF Offset
TTL Protocol Checksum

Source IP Address

Destination IP Address

Options (if any, usually not)

Data

identify which larger 
chunk a fragment 

belongs to
flags if last 

fragment

offset field to piece 
fragments 

together in order

MF



IP Fragmentation, Reassembly

• Different link layers have different MTUs (max transfer size) - largest possible 
link-level frame

• large IP datagram divided (“fragmented”)  into several datagrams
– Reassembled only at final destination
– IP header bits used to identify, order related fragments

Slide 39
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IP Fragmentation, Reassembly

Slide 40
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IP Path MTU Discovery

Slide 41

Source Destination

Test # 1: Packet with length

1400

Try: 576

Test # 2: Packet with length

576 576

• Avoid fragmentation: Host tests link with a large packet
• Implemented with ICMP: set DF – do not fragment. Triggers error 

response from a router



How can we use this for evil?

A. Send fragments that overlap.

B. Send many tiny fragments, none of which have offset 0.

C. Send fragments that, when assembled, are bigger than 
the maximum IP datagram.

D. More than one of the above.

E. Nah, networks (and operating systems) are too robust 
for this to cause problems.
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IP Fragmentation Attacks…
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Recall: IPv4 Addresses

• 32-bit number, must be globally unique

• 232 => 4,294,967,296 possible addresses

• How many do you have?
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Private Addresses

• Defined in RFC 1918:
– 10.0.0.0/8    (16,777,216 hosts)
– 172.16.0.0/12        (1,048,576 hosts)
– 192.168.0.0/16  (65536 hosts)

• These addresses shouldn’t be routed.
– Anyone can use them.
– Often adopted for use with NAT.
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NAT: Network Address Translation

10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

local network
(e.g., home network)

10.0.0/24

rest of
Internet

datagrams with source or 
destination in this network
have 10.0.0/24 address for 
source, destination

all datagrams leaving local
network have same single 
source NAT IP address: 
138.76.29.7,different 
source port numbers Slide 49



Implementing NAT

• Two hosts communicate with same destination
– Destination needs to differentiate the two

• Map outgoing packets
– Change source address and source port

• Maintain a translation table
– Map of (src addr, port #) to (NAT addr, new port #) 

• Map incoming packets
– Map the destination address/port to the local host
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10.0.0.1

10.0.0.2

10.0.0.3

S: LOCAL ADDR, 3000
D: EXTERNAL SERVER, 80

1
10.0.0.4

138.70.20.10

1: host 10.0.0.1 
sends datagram to 
external server, 80

NAT translation table

NAT Address, 7000     Local address, 3000
……                                         ……

S: EXTERNAL SERVER, 80 
D: LOCAL ADDR, 3000 4

S: NAT ADDR, 7000
D: EXTERNAL SERVER, 802

2: NAT router
changes datagram
source addr from
local address, 3000 to
NAT address, 7000,
updates table

S: EXTERNAL SERVER, 80 
D: NAT ADDR, 7000 3

3: reply arrives
 dest. address:
 NAT address, 7000

4: NAT router
changes datagram
dest addr from
NAT Address, 7000 to Local 
Address, 3000 

NAT: network address translation

Wide Area Network  
side addr

Local Area Network 
side addr

EXTERNAL SERVER: 120.130.140.150
LOCAL ADDR: 10.0.0.1
NAT ADDR: 138.70.20.10
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10.0.0.1

10.0.0.2

10.0.0.3

S: 10.0.0.1, 3345
D: 128.119.40.186, 80

1
10.0.0.4

138.76.29.7

NAT translation table
WAN side addr        LAN side addr

S: 128.119.40.186, 80 
D: 10.0.0.1, 3345 4

S: 138.76.29.7, 5001
D: 128.119.40.186, 802

S: 128.119.40.186, 80 
D: 138.76.29.7, 5001 3

4: NAT router
changes datagram
dest addr from
NAT Address, 7000 to Local Address, 3000 

NAT: network address translation

Neither the sender nor receiver need to 
know that NAT is happening…

NAT Address, 7000     Local address, 3000
……                                         ……
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NAT Advantages

• Organizations need fewer IP addresses from their ISP. 
– With a 16-bit port field, we can put 65535 connections behind one 

external IP address!

• Organizations can change internal network IPs without having to change 
outside world IPs.
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Principled Objections Against NAT

• Routers are not supposed to look at port #s
– Network layer should care only about IP header
– … and not be looking at the port numbers at all

• NAT violates the end-to-end argument
– Network nodes should not modify the packets

• IPv6 is a cleaner solution
– Better to migrate than to limp along with a hack

That’s what happens when network 
puts power in hands of end users! 
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When we use NATs, devices inside the local network are not 
explicitly addressable or visible to the outside world.

A. This is an advantage.

B. This is a disadvantage.
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How do we feel about NAT?

A. NAT is great!  It conserves IP addresses and makes it harder to reach 
non-public machines.

B. NAT is mostly good, but has a few negative features.  No big deal.

C. NAT is mostly bad, but in some cases, it’s a necessary evil.

D. NAT is an abomination that violates the end to end principle, and we 
should not use it!
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IPv6

• Initial motivation: 32-bit address space soon to be 
completely allocated, any day now™.

• Additional motivation:
– header format helps speed processing/forwarding
– header changes to facilitate QoS 

IPv6 datagram format: 
– fixed-length 40 byte header
– no fragmentation allowed
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IPv6 Header
• Double the size of IPv4 (320 bits vs. 

160 bits)

Version Type of service Flow Label
0 8 16 24 314 12 19

Datagram Length Next Header Hop Limit

Source IP Address
(128 bits)

Destination IP Address
(128 bits)

Groups 
packets into 

flows, used for 
QoS

Same as TTL in 
IPv4

Data (variable len: typically TCP/UDP segment)
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Other changes from IPv4

• checksum: removed entirely to reduce processing time at each hop
• options: allowed, but outside of header, indicated by “Next Header” 

field
• ICMPv6: new version of ICMP
• additional message types, e.g. “Packet Too Big”
• multicast group management functions
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IPv6 (vs. IPv4)

• Simpler, faster, better

• How much traffic on the Internet is IPv6?

• Why?!
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Transitioning to IPv6

• Option 1: “Flag day”
– How do we get everyone on the Internet to agree?
– Whose authority to decide when?
– Can you imagine how much would break?

• Option 2: Slow transition
– Some hosts/routers speak both versions
– Must have some way to deal with those who don’t
– Lack of incentive to switch
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Tunneling
• IPv6 datagram carried as payload in IPv4 datagram 

among IPv4 routers

IPv4 source, dest addr 
IPv4 header fields 

IPv4 datagram
IPv6 datagram

IPv4 payload 

UDP/TCP payload
IPv6 source dest addr

IPv6 header fields
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flow: X
src: A
dest: F

data

A-to-B:
IPv6

Flow: X
Src: A
Dest: F

data

src:B
dest: E

B-to-C:
IPv6 inside

IPv4

E-to-F:
IPv6

flow: X
src: A
dest: F

data

B-to-C:
IPv6 inside

IPv4

Flow: X
Src: A
Dest: F

data

src:B
dest: E

physical view:
A B

IPv6 IPv6

E

IPv6 IPv6

FC D

logical view:

IPv4 tunnel 
connecting IPv6 routers E

IPv6 IPv6

FA B

IPv6 IPv6

Tunneling

IPv4 IPv4
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ICMP: Internet Control Message Protocol

• Service Model
– Reporting message: self-contained message reporting error
– Unreliable: Simple datagram service – no retries.
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ICMP: Internet Control Message Protocol

• Used to communicate network information
– “Control messages”, i.e., not data themselves
– Error reporting

• Unreachable host
• Unreachable network
• Unreachable port
• TTL expired

– Test connectivity
• Echo request/response (ping)
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ICMP: Internet Control Message Protocol

• Header:
– 1-byte type
– 1-byte code
– 2-byte checksum
– 4 bytes vary by type

Slide 66

• Sits above IP
– Type 1 in IP header
– Usually considered part of IP



ICMP: Internet Control Message Protocol
Type  Code  Description
0        0         echo reply (ping)
3        0         dest. network unreachable
3        1         dest host unreachable
3        2         dest protocol unreachable
3        3         dest port unreachable
3        6         dest network unknown
3        7         dest host unknown

Slide 67

Type  Code  Description
4        0         source quench (congestion
                     control - not used)
8        0         echo request (ping)
9        0         route advertisement
10      0         router discovery
11      0         TTL expired
12      0         bad IP header



Ping
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Traceroute and ICMP

• Source sends sets of UDP segments (usually 3) to dest
§ first set has TTL =1
§ second set has TTL=2, etc.
§ unlikely port number

• When nth set of datagrams  arrives to nth router:
§ router discards datagrams
§ and sends source ICMP messages (type 11, code 0)
§ ICMP messages includes name of router & IP address

• When ICMP messages arrives, source records RTTs

3 probes

3 probes

3 probes
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Traceroute and ICMP

stopping criteria:
• UDP segment eventually arrives at destination host
• destination returns ICMP “port unreachable” message (type 

3, code 3)
• source stops

3 probes

3 probes

3 probes
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Traceroute Demo
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